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Experiments

Mental manipulation is a significant form of 
interpersonal abuse, causing considerable 
mental health distress for victims.

Developing automated systems to detect 
and alert about mental manipulation is 
crucial.

However, the NLP community currently 
lacks resources and research in this area.

Example of interpersonal mental 
manipulation and GPT-4 fails to detect it.

Key Contributions

q We propose a multi-level taxonomy for 
fine-grained analysis of mental 
manipulation.

q We introduce MENTALMANIP, the first 
dataset for detection and classification 
tasks on mental manipulation. It 
contains 4,000 dialogues between 2 
persons.

q We examined the performance of both 
discriminative and generative language 
models on these tasks under various 
settings.

Experimental findings reveal that 
detecting and classifying manipulative 
content remain challenging tasks!

Definition of Mental Manipulation

“Using language to influence, alter, or control 
an individual's psychological state or 
perception for the manipulator's benefit.”

Multi-level Taxonomy

Three levels:
v Presence of Manipulation: binary category
v Manipulation Technique: multi-label category
v Targeted Vulnerability: multi-label category

Data Collection, Human Annotation, and 
Final Label Generation 
q Source: Cornell Movie-Dialogs Corpus

We filtered 4,876 candidate dialogues using 
lexicon matching and BERT filtration methods 
for human annotation.

q Annotation Platform: Label Studio

Annotators are asked to label dialogues 
according to the taxonomy. Each dialogue 
sample is assigned to 3 annotators. 

We obtained 4,000 well-annotated dialogues.

q Label Generation
Ø Consensus agreement: MENTALMANIPcon
Ø Majority agreement: MENTALMANIPmaj

Statistics of MENTALMANIPcon and MENTALMANIPmaj

Statistics and Properties of MENTALMANIP

et al., 2018), and trolling (Miao et al., 2020). Re-
cent works have also investigated performance of
state-of-the-art LLMs on toxic speech (Wang et al.,
2023). Although many mental manipulations, such
as intimidation, fall under toxic speech, their subtle
and complex nature create challenges beyond the
capability of context-free toxicity detection meth-
ods. Existing works in dialogue systems address
context-aware toxicity detection (Wang and Potts,
2019; Baheti et al., 2021; Zhang et al., 2021), but
they focus on explicit toxicity and overlook implicit
verbal manipulation.

Table 1 summarizes some existing datasets ad-
dressing toxicity or mental health problems.

3 Constructing MENTALMANIP

3.1 Taxonomy

Establishing a structured labeling taxonomy when
developing a dataset is crucial. Drawing inspiration
from Simon’s research on psychological manipula-
tion (Simon and Foley, 2011), we crafted a multi-
level taxonomy encompassing three dimensions:

• Presence of Manipulation: This level employs
binary classification, indicating if a dialogue
contains elements of mental manipulation.

• Manipulation Technique: This level identifies
specific manipulation techniques used in con-
versation.

• Targeted Vulnerability: The last level in-
dicates particular victim vulnerabilities ex-
ploited by the manipulator.

We present the detailed taxonomy in Figure 2,
which contains 11 different techniques and 5 vul-
nerabilities. We provide the definition of each tech-
nique and vulnerability in Appendix A. To ensure
clarity and comprehensiveness, we incorporated
insights from a psychological expert and feedback
from annotators.

3.2 Data Source and Preprocessing

We prioritize dialogues as our primary data format
as they maintain original context, unlike standalone
comments and posts. To guarantee a semantically
rich and stylistically diverse dataset, we prioritize
human-crafted content over LLM-generated mate-
rial. We finally chose Cornell Movie Dialogs Cor-
pus1 (Danescu-Niculescu-Mizil and Lee, 2011) as
the data source to construct MENTALMANIP. The

1
https://www.cs.cornell.edu/~cristian/Cornell_

Movie-Dialogs_Corpus.html

Label Taxonomy of MENTALMANIP

Presence of
Manipulation

Manipulative
Non-manipulative

Manipulation
Technique

Denial
Evasion
Feigning Innocence
Rationalization
Playing the Victim Role
Playing the Servant Role
Shaming or Belittlement
Intimidation
Brandishing Anger
Accusation
Persuasion or Seduction

Targeted
Vulnerability

Over-responsibility
Over-intellectualization
Naivete
Low self-esteem
Dependency

Figure 2: Multi-level taxonomy of MENTALMANIP.

Cornell Movie Dialogs Corpus contains 220, 579
conversational exchanges extracted from 617 raw
movie scripts spanning a wide range of genres. The
overwhelming majority of dialogues occur between
two characters, which we standardized for. We
replaced original speakers’ names with “Person1”
and “Person2” to eliminate potential biases.

Since manipulative language is relatively sparse
in conversation, we need to filter the original data
to get dialogues potentially containing elements
of manipulation. We utilized two approaches to
achieve this: 1) key phrase-based matching, and 2)
BERT classification.

For key phrase-based matching, we sourced key
phrases from online resources, selecting those that
frequently occur in manipulative conversations,
without restricting their n-gram size. After col-
lection, we manually conducted tense conversion
(converting all phrases to present tense), phrase sim-
plification (e.g., “It’s fine, nobody cares about me
anyway” to “nobody cares about me”), and merg-
ing of similar phrases. Ultimately, we obtained a
list of 175 cleaned key phrases.

Appendix B presents examples of the cleaned
key phrases and details of the online resources we
used. The full list of cleaned key phrases is avail-
able in our GitHub repository. To screen out candi-
date dialogues where key phrases are present, we
implemented a length-adaptive matching criterion
due to the lexical diversity of language. A dialogue
is considered a match if any sentence contains at
least P% tokens from a key phrase. The value of
P is detailed in Table 2.

For BERT classification approach, we fine-tuned
a pre-trained BERT model with a sequence classifi-
cation head on top. Our goal was to get a classifier
to differentiate manipulative dialogues from gen-
eral toxic content. To prepare the training data,

Key Phrase Length l <= 4 <= 6 <= 10 > 10

Matching Percentage P 100% 90% 80% 70%

Table 2: Length-adaptive matching criterion.

we inquired GPT-4 Turbo (Bubeck et al., 2023)
by zero-shot prompting2 on whole Cornell Movie
Dialogs Corpus and obtained a set of “manipula-
tive” dialogues flagged by GPT-4. We observed
that GPT-4 generated a large portion of false posi-
tives for manipulative content. We examined 1, 378
“manipulative” dialogues flagged by GPT-4, and
labeled only 464 dialogues as truly manipulative,
with the remaining 914 being false positives. These
1, 378 labeled dialogues were then used to train the
BERT classifier. Finally, we employed BERT clas-
sifier on all identified “manipulative” dialogues to
obtain highly likely manipulative dialogues.

We initially identified 1, 406 dialogues through
key phrase-based matching and 3, 739 dialogues us-
ing BERT classification, totaling 5, 145 dialogues.
Following this, we eliminated duplicates and low-
quality dialogues, including those that were ex-
tremely short or had broken contexts. Some dia-
logues were also rephrased to improve readability.
After these adjustments, the total number of dia-
logues prepared for annotation was 4, 876.

3.3 Human Annotation

We established our annotation platform using Label
Studio3. Each dialogue represents an annotation
task. We recruited 17 college students, all native
or fluent English speakers, to serve as annotators.
The group of annotators reflects a diverse range
of characteristics including gender (14 females, 3
males), ethnicity (11 Asians, 5 Whites, 1 Latino),
educational backgrounds (majors such as English,
Computer Science, and Physics), and cultural back-
grounds (including both US-born and non-US-born
individuals). During recruitment, applicants with
an educational background in psychology or lin-
guistics were preferred. We conducted tutorial
sessions, required annotators to carefully read in-
structions, and monitored their annotation activi-
ties. Screenshots of the annotation platform and
instructions are provided in Appendix I. To ensure
annotation quality, we assigned three annotators
to each task. During the task assignment process,
we ensured that the same pairs of annotators were
not assigned to evaluate the same dialogues. This

2API calling format is presented in Appendix C.
3
https://labelstud.io/

Dataset #Dialogue Manip:Non-manip Tech% Vul%
MENTALMANIPcon 2, 915 2.24 : 1 60.0% 20.8%

MENTALMANIPmaj 4, 000 2.38 : 1 53.9% 18.3%

Table 3: Statistics of MENTALMANIPcon and
MENTALMANIPmaj, detailing dialogue counts (#Dia-
logue), the manipulative to non-manipulative dialogue
ratio, and the percentages of dialogues labeled with tech-
niques (Tech%) and vulnerability (Vul%). The exact
numbers are provided in Table 15 in Appendix J.

approach helped to reduce the potential for bias
when assessing inter-annotator agreement.

In each task, annotators are presented a dialogue,
then prompted to answer four questions:

• Q1 (binary choice): Does this dialogue con-
tain elements of mental manipulation? (Op-
tions are “Yes” or “No”.)

• Q2 (multiple choice): What techniques are
used by the manipulator? (Options are tech-
niques in Figure 2.)

• Q3 (binary choice): Are there any victims
resulting from manipulation in this dialogue?
(Options are “Yes” or “No”.)

• Q4 (multiple choice): Which vulnerabilities
are targeted in the victim? (Options are vul-
nerabilities in Figure 2.)

Q2 and Q3 are conditional upon Q1, and Q4 is
conditional upon Q3. Annotators could choose at
most three techniques and at most two vulnerabil-
ities. To accommodate indecision, we included
a “cannot decide” option in Q2 and Q4. Anno-
tators were required to rate their confidence on a
scale from 1 (not confident) to 5 (very confident).
Furthermore, annotators could highlight sections
they identified as manipulative to aid in our review.
Appendix H provides an annotation example.

In total, we obtained more than 13K annotations.
After quality review, the final size of well-labeled
dialogues is 4, 000. Appendix D provides a de-
tailed statistics of annotation quality, including the
heat map of agreement between any two annota-
tors, inter-gender agreement, scatter plot of agree-
ment and confidence, and density distributions of
agreement and confidence among annotators. We
also calculated the inter-annotator agreement us-
ing Fleiss’ Kappa (Fleiss and Cohen, 1973) based
on their answers on Q1. The score was 0.596,
indicating a moderate annotator agreement. This
agreement level is as per our expectation, as the
judgment of manipulation is very subjective. We
name this dataset MENTALMANIP, and provide
samples of it as a supplementary file.

Figure 3: Statistics of MENTALMANIPcon and MENTALMANIPmaj. The x-axis ticks in the left two panels are
abbreviations for techniques and vulnerabilities (see Appendix A). The emotion distribution of MENTALMANIPmaj
dataset is in Appendix E.

Figure 4: Co-occurrence heat maps among techniques (left), vulnerabilities (center), and techniques and vulnerabili-
ties (right) in MENTALMANIPcon dataset. Darker cell indicates a higher co-occurrence. The same figures showing
results on MENTALMANIPmaj dataset are in Appendix E.

3.4 Final Label Generation

To prepare the dataset for experiment, final labels
need to be created. As each dialogue is annotated
by three annotators, we adopted two strategies for
generating the final labels:

• Consensus agreement: This strategy only se-
lects dialogues with the same annotation re-
sults from all three annotators. The accordant
result becomes the final label.

• Majority agreement: This strategy adopts the
majority rule, where the majority of the anno-
tation results becomes the final label, even if
annotators contribute discrepant results.

Using these strategies on annotation results
of question Q1, we obtained two versions
of MENTALMANIP datasets. We denote the
dataset generated using consensus agreement as
MENTALMANIPcon and the one using majority
agreement as MENTALMANIPmaj.

We employed a specific strategy on both
MENTALMANIPcon and MENTALMANIPmaj to
generate the final labels for manipulative tech-
niques and targeted vulnerabilities. If a technique

or vulnerability is annotated by at least two annota-
tors in one task, the technique or vulnerability will
be added as the answer. This resulted in some dia-
logues lacking technique and vulnerability labels.

3.5 Dataset Statistics

In this section, we delve into the statis-
tics of our datasets, MENTALMANIPcon and
MENTALMANIPmaj, as depicted in Table 3 and il-
lustrated through Figures 3, 4, and 5. Our analy-
sis utilizes a multi-class sentiment classification
model, specifically the Distilbert-base-uncased-
emotion model from Hugging Face, to determine
the dominant emotion within each dialogue.

The analysis, presented in the left two pan-
els of Figure 3, indicates a strong alignment
in the distribution of manipulation techniques
and vulnerabilities between MENTALMANIPcon
and MENTALMANIPmaj. Additionally, the same
figure’s right panel reveals that both manip-
ulative and non-manipulative dialogues within
MENTALMANIPcon exhibit similar emotional dis-
tributions, with “joy” and “anger” being the two
most common emotions. Figure 4 offers a heat

Count of manipulation techniques and targeted vulnerabilities
Figure 5: t-SNE visualization of Sentence Transformer embeddings of manipulative and non-manipulative dialogues
in MENTALMANIPcon (left) and the distribution of MENTALMANIP and other dialogical datasets (right).

Figure 6: CCDF of utterance and token numbers per dialogue across MENTALMANIP and other dialogical datasets
listed in Table 1.

map that elucidates the correlation between manip-
ulation techniques and vulnerabilities, uncovering
prevalent patterns like the association of accusa-
tions with shaming or belittling. Moreover, Fig-
ure 5’s left panel showcases a t-SNE visualization
of Sentence Transformer embeddings for both ma-
nipulative and non-manipulative dialogues within
MENTALMANIPcon, using the all-MiniLM-L12-v2
model from Hugging Face. This visualization un-
derscores the difficulty of distinguishing between
manipulative and non-manipulative dialogues due
to their intertwined embeddings.

Furthermore, we compare MENTALMANIP with
other dialogical datasets listed in Table 1, noting
that MENTALMANIP encompasses a greater vol-
ume of conversational exchanges, suggesting a
richer dialogue context. The Complementary Cu-
mulative Distribution Function (CCDF) for utter-
ance and token counts of MENTALMANIP com-
pared to other dialogical datasets is depicted in
Figure 6. The right panel of Figure 5 visualizes
the distribution of these datasets in the embedding
space, illustrating significant overlap among them,
except for the distinct clustering pattern of Fox
News comments.

In summary, our analysis highlights the chal-
lenge of differentiating between manipulative and
non-manipulative dialogues, indicating that re-
liance on emotion classification or conventional
text embeddings alone is insufficient for this pur-
pose. Moreover, our dataset’s comparison with
other datasets confirms its comprehensive distri-
bution and diversity, aligning with the variety ob-
served in related datasets.

4 Experiments

4.1 Experiment Setting

We conducted experiments of three clas-
sification tasks on MENTALMANIPcon and
MENTALMANIPmaj to assess performance of state-
of-art models in detecting mental manipulation:
Manipulation Detection (Section 4.2), Technique
Classification (Section 4.3), and Vulnerability
Classification (Section 4.3). We analyzed the
performance of GPT-4 Turbo (Bubeck et al.,
2023), Llama-2-7B, Llama-2-13B4 (Touvron
et al., 2023), and RoBERTa-base (Liu et al., 2019)
across three experimental settings: zero-shot

4Both Llama-2-7B and Llama-2-13B are Chat versions.
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T-SNE visualization of 
Sent-BERT embeddings 

Utterance number distribution of 
MENTALMANIP and other datasets

MENTALMANIP 
dataset is richer in 
context  than other 
relevant datasets

Manipulative and non-
manipulative dialogues 

are semantically 
indistinguishable

Two Tasks
o Binary detection on existence of manipulation
o Multi-label classification on techniques and 

vulnerabilities

Examined Language Models and Settings
o Zero-shot: GPT-4,  Llama-2 (-7B and -13B)
o Few-shot:  GPT-4,  Llama-2-13B
o Fine-tuning: Llama-2-13B, RoBERTa-base

Reported Metrics
o Precision, Recall, Accuracy, micro/macro-F1

Hypersensitivity of LLMs

prompting, few-shot prompting, and fine-tuning.
For zero-shot prompting, we presented a dialogue
to LLMs to assess if it contained elements of
mental manipulation. In few-shot prompting, aside
from instructions, we randomly provided one
non-manipulative and two manipulative dialogues
with true answers as examples. In fine-tuning,
Llama-2-13B and RoBERTa-base were fine-tuned
on specific datasets, with Llama-2-13B undergoing
instruction tuning and RoBERTa-base receiving
traditional supervised fine-tuning. Formats for
zero-shot and few-shot prompting are detailed in
Appendix C. For Llama’s training on different
datasets, instructions were adapted to fit respective
tasks. GPT-4 Turbo’s implementation followed
OpenAI’s official cookbook5. Talkdown dataset
was ignored due to its lengthy dialogues which far
surpass the input token limit of RoBERTa-base.

For experiment data, we randomly split
MENTALMANIPcon and MENTALMANIPmaj into
training, validation, and test sets with a ratio of
6:2:2. We ensured proportional representation
of manipulative and non-manipulative dialogues,
and consistent inclusion of each technique and
vulnerability across all sets. All experiments were
performed on three Quadro RTX 6000 GPUs.
We set the temperatures of GPT-4 Turbo and
LLaMA-2 to 0.1 and 0.6, respectively. At these
levels, the models exhibit more consistent and less
random responses.

We seek to elucidate the following aspects:
• The effectiveness of LLMs in identifying and

categorizing mental manipulation based on
their inherent knowledge.

• The performance of LLMs when prompted
with examples.

• The performance of LLMs post fine-tuning on
relevant datasets.

4.2 Manipulation Detection
This task is framed as a binary classification
task. In our interactions with ChatGPT and GPT-
4, we found it tends to mistakenly classify non-
manipulative dialogues as manipulative if they fea-
ture general toxicity, like profanity, without actual
manipulative intent. Thus, we were keen to investi-
gate the over-reactivity of LLMs when identifying
mental manipulation.
Hypersensitivity of LLMs: We examined GPT-
4 Turbo, Llama-2-7B, and Llama-2-13B on

5
https://github.com/openai/openai-cookbook/

Predictions GPT-4 Turbo Llama-2-7B Llama-2-13B
Manipulative 312 895 879

Non-manipulative 587 4 20

Accuracy 0.653 0.004 0.022

Table 4: Out of 899 non-manipulative dialogues in
MENTALMANIPcon, the number of dialogues predicted
as manipulative and non-manipulative.

the manipulation detection task using 899 non-
manipulative dialogues in MENTALMANIPcon. Pre-
diction results are detailed in Table 4. GPT-4 Turbo
incorrectly identified 312 dialogues as manipula-
tive. Both Llama-2-7B and Llama-2-13B exhib-
ited poor accuracy, mis-classifying almost all non-
manipulative dialogues, with Llama-2-13B show-
ing slightly better performance. These results in-
dicate Llama-2’s limited capability in accurately
discerning mental manipulation.

Then, we conducted manipulation detec-
tion on the entirety of MENTALMANIPcon and
MENTALMANIPmaj. Note that the distribution of
manipulative and non-manipulative dialogues in
both datasets is imbalanced, with manipulative dia-
logues being more prevalent, as detailed in Table 3.
We evaluated the models based on binary Precision,
binary Recall, Accuracy, micro F1, and macro F1.
Because of binary classification, the accuracy has
the same score as micro F1.

Experiment results are presented in Table 5 and
Table 6. It is observed that MENTALMANIPmaj
poses a greater challenge for prediction, as we
expected. In zero-shot and few-shot prompting,
Llama-2-13B classifies nearly all dialogues as ma-
nipulative, causing high recall rates. Few-shot
prompting improves Accuracy and F1 scores for
both GPT-4 Turbo and Llama-2-13B. For GPT-
4 Turbo, few-shot prompting increases its Recall,
making it more likely to identify dialogues as ma-
nipulative. For Llama-2-13B, few-shot prompt-
ing makes it less sensitive and produces fewer ma-
nipulative predictions. Appendix F provides the
confusion matrices for prediction results of GPT-4
Turbo and Llama-2-13B under zero-shot and few-
shot prompting on MENTALMANIPcon. For fine-
tuning, Llama-2-13B on Dreaddit gives the best
performance among all finetuning results on exist-
ing datasets. Note that Dreaddit is about detecting
Mental Stress. However, fine-tuning Llama-2-13B
on all existing relevant datasets does not notably
enhance performance beyond zero-shot or few-shot
prompting outcomes. RoBERTa-base overall ex-
hibits inferior Accuracy compared to Llama-2-13B.

Zero-shot prediction results of LLMs on 899 non-manipulative 
dialogues show a high rate of false positives.

Experiment Setting Dataset GPT-4 Turbo Llama-2-13B

P R Acc Fmi
1 Fma

1 P R Acc Fmi
1 Fma

1

Zero-shot prompting MENTALMANIPcon .788 .682 .657 .657 .629 .693 .997 .696 .696 .450

Few-shot prompting MENTALMANIPcon .802 .792 .724 .724 .683 .735 .912 .715 .715 .602

Table 16: Results of manipulation detection task on MENTALMANIPcon. P , R, Acc, Fmi
1 , and Fma

1 stands for
binary precision, binary recall, accuracy, micro F1, and macro F1 respectively.

Results: Binary Detection on Manipulation

Experiment Setting Training Dataset Llama-2-13B RoBERTa-base

P R Acc Fmi
1 Fma

1 P R Acc Fmi
1 Fma

1

Fine-tuning

Dreaddit .721 .982 .727 .727 .559 .864 .208 .435 .435 .422

SDCNL .698 .995 .702 .702 .471 .684 .822 .619 .619 .488

ToxiGen .693 .999 .696 .696 .446 .717 .864 .674 .674 .559

DetexD .696 .992 .698 .698 .465 .803 .215 .427 .427 .416

Fox News .690 .997 .691 .691 .434 .000 .000 .312 .312 .238

ToxiChat .689 .999 .691 .691 .429 .791 .333 .483 .483 .483

MDRDC .695 .999 .700 .700 .457 .743 .749 .651 .651 .595

MENTALMANIPcon .828 .835 .768 .768 .731 .786 .904 .766 .766 .700

Table 16: Results of manipulation detection task on MENTALMANIPcon. P , R, Acc, Fmi
1 , and Fma

1 stands for
binary precision, binary recall, accuracy, micro F1, and macro F1 respectively.

Zero-shot and few-shot prompting results

Fine-tuning results 

Fine-tuning on existing relevant datasets does not 
improve LLMs’ detection on mental manipulation

Results: Multi-label Classification on 
Techniques and Vulnerabilities

Accurately detecting manipulation elements 
is a challenging task for LLMs
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Experiment Setting Model Technique Vulnerability

Pmi Rmi Acc Fmi
1 Fma

1 Pmi Rmi Acc Fmi
1 Fma

1

Zero-shot prompting GPT-4 Turbo .311 .618 .111 .414 .376 .373 .786 .092 .506 .423

Llama-2-13B .174 .448 .025 .250 .233 .164 .366 .000 .227 .222

Few-shot prompting GPT-4 Turbo .387 .533 .224 .449 .394 .429 .626 .269 .509 .370

Llama-2-13B .324 .283 .205 .302 .193 .157 .183 .042 .169 .162

Fine-tuning Llama-2-13B .349 .821 .029 .490 .384 .265 .756 .008 .393 .280

RoBERTa-base .479 .470 .264 .475 .334 .532 .496 .445 .513 .250

Table 17: Results of technique and vulnerability multi-label classification on MENTALMANIPcon. Pmi, Rmi, Acc,
Fmi
1 and Fma

1 stands for micro precision, micro recall, accuracy, micro F1 and macro F1, respectively.

Access to MENTALMANIP Dataset

MENTALMANIP dataset can be freely 
downloaded from this GitHub Repository: 
https://github.com/audreycs/MentalManip 

Ø Investigate LLMs’ performances under 
more prompting paradigms (e. g. CoT).

Ø Incorporate real-case interpersonal 
interaction data into MENTALMANIP.

Visit Project WebsiteVisit GitHub Repo

https://github.com/audreycs/MentalManip

